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Basic example of fractional operator : fractional laplacean
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We are going to work with the space $\mathscr{S}\left(\mathbb{R}^{n}\right)$ of L . Schwartz' rapidly decreasing functions.
$\mathscr{S}\left(\mathbb{R}^{n}\right)$ is the space $C^{\infty}\left(\mathbb{R}^{n}\right)$ of functions that

$$
\|f\|_{p}=\sup _{|\alpha| \leq p} \sup _{x \in \mathbb{R}^{n}}\left(1+|x|^{2}\right)^{p / 2}\left|\partial^{\alpha} f(x)\right|<\infty \quad p \in \mathbb{N} \cup\{0\}
$$

This space endowed with the metric topology

$$
d(f, g)=\sum_{p=0}^{\infty} 2^{-p} \frac{\|f-g\|_{p}}{1+\|f-g\|_{p}}
$$
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Observation 3: since as $s \rightarrow 1^{-}$the fractional Laplacean tends (at least, formally right now) to ( $-\Delta$ ), one might surmise that in the regime $1 / 2<s<1$ the operator $(-\Delta)^{s}$ should display properties closer to those of the classical Laplacian, whereas since $(-\Delta)^{s} \rightarrow I$ as $s \rightarrow 0^{+}$, the stronger discrepancies might present themselves in the range $0<s<1 / 2$

## $(-\Delta u(x))$ is well-defined
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$$
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Using Taylor $2 u(x)-u(x+y)-u(x-y)=-\left\langle\nabla^{2} u(x) y, y\right\rangle+o\left(|x|^{3}\right)$
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Therefore
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Now, for (b):

$$
\left|\int_{|y| \geq 1} \frac{2 u(x)-u(x+y)-u(x-y)}{|y|^{n+2 s}} d y\right| \leq 4\|u\|_{L_{\infty}\left(\mathbb{R}^{n}\right)} \int_{|y| \geq 1} \frac{1}{|y|^{n+2 s}} d y<\infty
$$
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In particular, $(-\Delta)^{s}$ is a homogeneous operator of order $2 s$.
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## Theorem
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\end{gathered}
$$

Changes of variables:

- $x+y=z$ in the first integral
- $x-y=z$ in the second integral

$$
=\frac{1}{2} \lim _{\varepsilon \rightarrow 0^{+}} \int_{|z-x|>\varepsilon} \frac{u(x)-u(z)}{|z-x|^{n+2 s}} d z+\frac{1}{2} \lim _{\varepsilon \rightarrow 0^{+}} \int_{|x-z|>\varepsilon} \frac{u(x)-u(z)}{|x-z|^{n+2 s}} d z
$$

## Alternative expression for the fractional Laplacian (Cont.)

## PROOF.-

$$
\begin{gathered}
(-\Delta)^{s} u(x)=\frac{1}{2} \lim _{\varepsilon \rightarrow 0^{+}} \int_{|y|>\varepsilon} \frac{2 u(x)-u(x+y)-u(x-y)}{|y|^{n+2 s}} d y \\
=\frac{1}{2} \lim _{\varepsilon \rightarrow 0^{+}} \int_{|y|>\varepsilon} \frac{u(x)-u(x+y)}{|y|^{n+2 s}} d y+\frac{1}{2} \lim _{\varepsilon \rightarrow 0^{+}} \int_{|y|>\varepsilon} \frac{u(x)-u(x-y)}{|y|^{n+2 s}} d y
\end{gathered}
$$

Changes of variables:

- $x+y=z$ in the first integral
- $x-y=z$ in the second integral

$$
\begin{gathered}
=\frac{1}{2} \lim _{\varepsilon \rightarrow 0^{+}} \int_{|z-x|>\varepsilon} \frac{u(x)-u(z)}{|z-x|^{n+2 s}} d z+\frac{1}{2} \lim _{\varepsilon \rightarrow 0^{+}} \int_{|x-z|>\varepsilon} \frac{u(x)-u(z)}{|x-z|^{n+2 s}} d z \\
\\
=\lim _{\varepsilon \rightarrow 0^{+}} \int_{|x-z|>\varepsilon} \frac{u(x)-u(z)}{|x-z|^{n+2 s}} d z
\end{gathered}
$$

Another two definitions of the fractional Laplacian

## Fourier transform

We recall the definition of the Fourier transform, $\mathcal{F}$, of a function $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ :

$$
\mathcal{F}(f)(\xi)=\hat{f}(\xi)=(2 \pi)^{-n / 2} \int_{\mathbb{R}^{n}} f(x) e^{-i x \cdot \xi} d x, \quad \xi \in \mathbb{R}^{n}
$$

## Fourier transform

We recall the definition of the Fourier transform, $\mathcal{F}$, of a function $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ :

$$
\mathcal{F}(f)(\tilde{\xi})=\hat{f}(\xi)=(2 \pi)^{-n / 2} \int_{\mathbb{R}^{n}} f(x) e^{-i x \cdot \xi} d x, \quad \xi \in \mathbb{R}^{n}
$$

whose inverse function is given by

$$
\mathcal{F}^{-1}(f)(x)=(2 \pi)^{-n / 2} \int_{\mathbb{R}^{n}} f(\xi) e^{i x \cdot \xi} d \xi, \quad x \in \mathbb{R}^{n}
$$

## Fourier transform

We recall the definition of the Fourier transform, $\mathcal{F}$, of a function $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ :

$$
\mathcal{F}(f)(\xi)=\hat{f}(\xi)=\int_{\mathbb{R}^{n}} f(x) e^{-2 \pi i x \cdot \xi} d x, \quad \xi \in \mathbb{R}^{n}
$$

whose inverse function is given by

$$
\mathcal{F}^{-1}(f)(x)=\int_{\mathbb{R}^{n}} f(\xi) e^{2 \pi i x \cdot \xi} d \xi, \quad x \in \mathbb{R}^{n}
$$

## Fourier transform

We recall the definition of the Fourier transform, $\mathcal{F}$, of a function $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ :

$$
\mathcal{F}(f)(\xi)=\hat{f}(\xi)=\int_{\mathbb{R}^{n}} f(x) e^{-2 \pi i x \cdot \xi} d x, \quad \xi \in \mathbb{R}^{n}
$$

whose inverse function is given by

$$
\mathcal{F}^{-1}(f)(x)=\int_{\mathbb{R}^{n}} f(\xi) e^{2 \pi i x \cdot \xi} d \xi, \quad x \in \mathbb{R}^{n},
$$

so that

$$
f(x)=\mathcal{F}^{-1} \circ \mathcal{F}(f)(x)=(2 \pi)^{-n / 2} \int_{\mathbb{R}^{n}} \hat{f}(\xi) e^{i x \cdot \xi} d \xi, \quad x \in \mathbb{R}^{n}
$$

## Definition of $(-\Delta)^{s}$ via the heat semigroup $e^{t \Delta}$

We will define $(-\Delta)^{s} f$ in terms of the heat semigroup $e^{t \Delta}$, which is nothing but an operator such that maps every function $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ to the solution of the heat equation with initial data given by $f$ :

$$
\begin{cases}v_{t}=\Delta v, & (x, t) \in \mathbb{R}^{n} \times(0, \infty) \\ v(x, 0)=f(x), & x \in \mathbb{R}^{n}\end{cases}
$$

Using Fourier transform and its inverse and with a bit of magic, we can write

$$
e^{t \Delta} f(x):=v(x, t)=(2 \pi)^{-n / 2} \int_{\mathbb{R}^{n}} e^{-t|\xi|^{2}} \hat{f}(\xi) e^{i x \cdot \xi} d \xi=\int_{\mathbb{R}^{n}} W_{t}(x-z) f(z) d z
$$

where

$$
W_{t}(x)=(4 \pi t)^{-n / 2} e^{-\frac{|x|^{2}}{4 t}}, \quad x \in \mathbb{R}^{n}
$$

is the Gauss-Weierstrass kernel.

## Definition of $(-\Delta)^{s}$ via the heat semigroup $e^{t \Delta}$

Inspired by the following numerical identity: for $\lambda>0$,

$$
\lambda^{s}=\frac{1}{\Gamma(-s)} \int_{0}^{\infty}\left(e^{-t \lambda}-1\right) \frac{d t}{t^{1+s}}, \quad 0<s<1
$$

where

$$
\Gamma(-s)=\int_{0}^{\infty}\left(e^{-r}-1\right) \frac{d r}{r^{1+s}}<0
$$

we can think of $(-\Delta)^{s}$ as the following operator

$$
(-\Delta)^{s} f(x) \sim \frac{1}{\Gamma(-s)} \int_{0}^{\infty}\left(e^{t \Delta} f(x)-f(x)\right) \frac{d t}{t^{1+s}}, \quad 0<s<1
$$

## Definition of $(-\Delta)^{s}$ via the Fourier Transform

By the well-known properties of $\mathcal{F}$ with respect to derivatives, we have that, for $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$,

$$
\mathcal{F}[-\Delta f](\xi)=|\xi|^{2} \mathcal{F}(f)(\xi), \quad \xi \in \mathbb{R}^{n}
$$

so it is reasonable to write something like

## Definition of $(-\Delta)^{5}$ via the Fourier Transform

By the well-known properties of $\mathcal{F}$ with respect to derivatives, we have that, for $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$,

$$
\mathcal{F}[-\Delta f](\xi)=|\xi|^{2} \mathcal{F}(f)(\xi), \quad \xi \in \mathbb{R}^{n}
$$

so it is reasonable to write something like

$$
(-\Delta)^{s} f(x) \sim \mathcal{F}^{-1}\left[|\cdot|^{2 s} \mathcal{F}(f)\right](x), \quad x \in \mathbb{R}^{n}, 0<s<1
$$

## Definition of $(-\Delta)^{5}$ via the Fourier Transform

By the well-known properties of $\mathcal{F}$ with respect to derivatives, we have that, for $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$,

$$
\mathcal{F}[-\Delta f](\xi)=|2 \pi \xi|^{2} \mathcal{F}(f)(\xi), \quad \xi \in \mathbb{R}^{n},
$$

so it is reasonable to write something like

$$
(-\Delta)^{s} f(x) \sim \mathcal{F}^{-1}\left[|2 \pi \cdot|^{2 s} \mathcal{F}(f)\right](x), \quad x \in \mathbb{R}^{n}, 0<s<1
$$

## Theorem (Lemma 2.1. P. Stinga's PhD thesis)

Given $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ and $0<s<1$,

$$
\mathcal{F}^{-1}\left[|\cdot|^{2 s} \mathcal{F}(f)\right](x)=\frac{1}{\Gamma(-s)} \int_{0}^{\infty}\left(e^{t \Delta} f(x)-f(x)\right) \frac{d t}{t^{1+s}}, \quad x \in \mathbb{R}^{n}
$$

and this two functions coincide in a pointwise way with $(-\Delta)^{s} f(x)$ when the constant $\gamma(n, s)$ in its definition is given by

$$
\gamma(n, s)=\frac{4^{s} \Gamma(n / 2+s)}{-\pi^{n / 2} \Gamma(-s)}>0 .
$$

## Everybody wants to be the fractional Laplacian

Let $x \in \mathbb{R}^{n}$. By Fubini's theorem and inverse Fourier formula,

$=\int_{\mathbb{R}^{n}}|\xi|^{2 s} \hat{f}(\xi) e^{i x \cdot \xi} d \xi=\mathcal{F}^{-1}\left[|\cdot|^{2 s} \mathcal{F}(f)\right](x)$.

## Since $f \in S\left(\mathbb{R}^{n}\right)$, we have that
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## Everybody wants to be the fractional Laplacian

Let $x \in \mathbb{R}^{n}$. By Fubini's theorem and inverse Fourier formula,

$$
\begin{aligned}
\frac{1}{\Gamma(-s)} \int_{0}^{\infty}\left(e^{t \Delta} f(x)-f(x)\right) \frac{d t}{t^{1+s}} & =\frac{1}{\Gamma(-s)} \int_{\mathbb{R}^{n}} \int_{0}^{\infty}\left(e^{-t|\xi|^{2}}-1\right) \frac{d t}{t^{1+s}} \hat{f}(\xi) e^{i x \cdot \xi} d \xi \\
& =\frac{1}{\Gamma(-s)} \int_{\mathbb{R}^{n}} \int_{0}^{\infty}\left(e^{-r}-1\right) \frac{d r}{r^{1+s}}|\xi|^{2 s} \hat{f}(y) e^{i x \cdot \xi} d y \\
& =\int_{\mathbb{R}^{n}}|\xi|^{2 s} \hat{f}(\xi) e^{i x \cdot \xi} d \xi=\mathcal{F}^{-1}\left[|\cdot|^{2 s} \mathcal{F}(f)\right](x)
\end{aligned}
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Since $f \in \mathcal{S}\left(\mathbb{R}^{n}\right)$, we have that

$$
\int_{0}^{\infty}\left|e^{t \Delta} f(x)-f(x)\right| \frac{d t}{t^{1+s}}<\infty,
$$

and so Tonelli authorises us to apply Fubini's theorem.

## Everybody wants to be the fractional Laplacian

Next, we will see that

$$
\frac{1}{\Gamma(-s)} \int_{0}^{\infty}\left(e^{t \Delta} f(x)-f(x)\right) \frac{d t}{t^{1+s}}=\frac{4^{s} \Gamma(n / 2+s)}{-\pi^{n / 2} \Gamma(-s)} \text { P.V. } \int_{\mathbb{R}^{n}} \frac{f(x)-f(z)}{|x-z|^{n+2 s}} d z, \quad x \in \mathbb{R}^{n} .
$$

$$
\text { Let } \varepsilon>0 \text {. Using that }\left\|W_{t}(x-\cdot)\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}=1 \text { for any } x \in \mathbb{R}^{n} \text {, }
$$
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Next, we will see that
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## Everybody wants to be the fractional Laplacian

Next, we will see that

$$
\frac{1}{\Gamma(-s)} \int_{0}^{\infty}\left(e^{t \Delta} f(x)-f(x)\right) \frac{d t}{t^{1+s}}=\frac{4^{s} \Gamma(n / 2+s)}{-\pi^{n / 2} \Gamma(-s)} \text { P.V. } \int_{\mathbb{R}^{n}} \frac{f(x)-f(z)}{|x-z|^{n+2 s}} d z, \quad x \in \mathbb{R}^{n} .
$$

Let $\varepsilon>0$. Using that $\left\|W_{t}(x-\cdot)\right\|_{L^{1}\left(\mathbb{R}^{n}\right)}=1$ for any $x \in \mathbb{R}^{n}$,

$$
\begin{aligned}
\int_{0}^{\infty}\left(e^{t \Delta} f(x)-f(x)\right) \frac{d t}{t^{1+s}} & =\int_{0}^{\infty} \int_{\mathbb{R}^{n}} W_{t}(x-z)(f(z)-f(x)) d z \frac{d t}{t^{1+s}} \\
& =I_{\varepsilon}+I_{\varepsilon}
\end{aligned}
$$

## Everybody wants to be the fractional Laplacian

Using Fubini's theorem,

$$
\begin{aligned}
I_{\varepsilon} & =\int_{|x-z|>\varepsilon} \int_{0}^{\infty}(4 \pi t)^{-n / 2} e^{-\frac{|x-z|^{2}}{4 t}}(f(z)-f(x)) \frac{d t}{t^{1+s}} d z \\
& =\int_{x-z \mid>\varepsilon}(f(z)-f(x)) \int_{0}^{\infty}(4 \pi t)^{-n / 2} e^{-\frac{x-z^{2}}{4 t} \frac{d t}{t^{1+s}} d z} \\
& =\int_{|x-z|>\varepsilon}(f(x)-f(z)) \frac{4^{5} \Gamma(n / 2+s)}{-\pi^{n / 2}} \frac{1}{|x-z|^{n+2 s}} d z
\end{aligned}
$$

where we used the change of variables $r=\frac{|x-z|^{2}}{4 t}$.
Observe that $I_{\varepsilon}$ converges absolutely for any $\varepsilon \gg 0$ since $f$ is bounded, so the use of Fubini's theorem is licit.

## Everybody wants to be the fractional Laplacian

Using Fubini's theorem,

$$
\begin{aligned}
I_{\varepsilon} & =\int_{|x-z|>\varepsilon} \int_{0}^{\infty}(4 \pi t)^{-n / 2} e^{-\frac{|x-z|^{2}}{4 t}}(f(z)-f(x)) \frac{d t}{t^{1+s}} d z \\
& =\int_{|x-z|>\varepsilon}(f(z)-f(x)) \int_{0}^{\infty}(4 \pi t)^{-n / 2} e^{-\frac{|x-z|^{2}}{4 t}} \frac{d t}{t^{1+s}} d z \\
& =\int_{|x-z|>\varepsilon}(f(x)-f(z)) \frac{4^{5} \Gamma(n / 2+s)}{-\pi^{n / 2}} \frac{1}{|x-z|^{n+2 s}} d z
\end{aligned}
$$

where we used the change of variables $r=\frac{|x-z|^{2}}{4 t}$.
Observe that $I_{\varepsilon}$ converges absolutely for any $\varepsilon>0$ since $f$ is bounded, so the use of Fubini's theorem is licit.

## Everybody wants to be the fractional Laplacian

Using Fubini's theorem,

$$
\begin{aligned}
I_{\varepsilon} & =\int_{|x-z|>\varepsilon} \int_{0}^{\infty}(4 \pi t)^{-n / 2} e^{-\frac{|x-z|^{2}}{4 t}}(f(z)-f(x)) \frac{d t}{t^{1+s}} d z \\
& =\int_{|x-z|>\varepsilon}(f(z)-f(x)) \int_{0}^{\infty}(4 \pi t)^{-n / 2} e^{-\frac{|x-z|^{2}}{4 t}} \frac{d t}{t^{1+s}} d z \\
& =\int_{|x-z|>\varepsilon}(f(x)-f(z)) \frac{4^{s} \Gamma(n / 2+s)}{-\pi^{n / 2}} \frac{1}{|x-z|^{n+2 s}} d z
\end{aligned}
$$

where we used the change of variables $r=\frac{|x-z|^{2}}{4 t}$.
Observe that $I_{\varepsilon}$ converges absolutely for any $\varepsilon>0$ since $f$ is bounded, so the use of Fubini's theorem is licit.

## Everybody wants to be the fractional Laplacian

Using Fubini's theorem,

$$
\begin{aligned}
I_{\varepsilon} & =\int_{|x-z|>\varepsilon} \int_{0}^{\infty}(4 \pi t)^{-n / 2} e^{-\frac{|x-z|^{2}}{4 t}}(f(z)-f(x)) \frac{d t}{t^{1+s}} d z \\
& =\int_{|x-z|>\varepsilon}(f(z)-f(x)) \int_{0}^{\infty}(4 \pi t)^{-n / 2} e^{-\frac{|x-z|^{2}}{4 t}} \frac{d t}{t^{1+s}} d z \\
& =\int_{|x-z|>\varepsilon}(f(x)-f(z)) \frac{4^{s} \Gamma(n / 2+s)}{-\pi^{n / 2}} \frac{1}{|x-z|^{n+2 s}} d z
\end{aligned}
$$

where we used the change of variables $r=\frac{|x-z|^{2}}{4 t}$.
Observe that $I_{\varepsilon}$ converges absolutely for any $\varepsilon>0$ since $f$ is bounded, so the use of Fubini's theorem is licit.

## Everybody wants to be the fractional Laplacian

Using polar coordinates,

$$
I_{\varepsilon}=\int_{0}^{\infty} \int_{|x-z|<\varepsilon} W_{t}(x-z)(f(z)-f(x)) d z \frac{d t}{t^{1+s}}
$$



By Taylor's theorem, using the symmetry of the sphere,


$$
\begin{aligned}
\left|I I_{\varepsilon}\right| & \leq C_{n, \Delta f(x)} \int_{0}^{\varepsilon} r^{n+1} \int_{0}^{\infty} \frac{e^{-\frac{r^{2}}{4 t}}}{t^{n / 2+s}} \frac{d t}{t} \\
& =C_{n, \Delta f(x)} \int_{0}^{\varepsilon} r^{n+1} C_{n, s} r^{-n-2 s} d r=C_{n, \Delta f(x), s} \varepsilon^{2(1-s)}
\end{aligned}
$$
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Using polar coordinates,
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\end{aligned}
$$

By Taylor's theorem, using the symmetry of the sphere,

$$
\int_{\left|z^{\prime}\right|=1}\left(f\left(x+r z^{\prime}\right)-f(z)\right) d S\left(z^{\prime}\right)=C_{n} r^{2} \Delta f(x)+O\left(r^{3}\right)
$$

thus

$$
\begin{aligned}
\left|\left|I_{\varepsilon}\right|\right. & \leq C_{n, \Delta f(x)} \int_{0}^{\varepsilon} r^{n+1} \int_{0}^{\infty} \frac{e^{-\frac{r^{2}}{4 t}}}{t^{n / 2+s}} \frac{d t}{t} \\
& =C_{n, \Delta f(x)} \int_{0}^{\varepsilon} r^{n+1} C_{n, s} r^{-n-2 s} d r=C_{n, \Delta f(x), s^{2}} \varepsilon^{2(1-s)} .
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## Everybody IS the fractional Laplacian

This proves that $I_{\varepsilon} \rightarrow 0$ as $\varepsilon \rightarrow 0$, so

$$
\begin{aligned}
& \int_{0}^{\infty} \int_{\mathbb{R}^{n}} W_{t}(x-z)(f(z)-f(x)) d z \frac{d t}{t^{1+s}}=\lim _{\varepsilon \rightarrow 0} I_{\varepsilon}+I I_{\varepsilon} \\
&=\frac{4^{s} \Gamma(n / 2+s)}{-\pi^{n / 2}} \text { P.V. } \int_{\mathbb{R}^{n}} \frac{f(x)-f(z)}{|x-z|^{n+2 s}} d z
\end{aligned}
$$

This kind of computations (bearing in mind the exact expression of the constant $\gamma(n, s)$ ) also prove the following pointwise convergence

$$
(-\Delta)^{s} f(x) \rightarrow-\Delta f(x), \quad x \in \mathbb{R}^{n} \text { as } s \rightarrow 0^{+}
$$

when $f \in C^{2}\left(\mathbb{R}^{n}\right) \cap L^{\infty}\left(\mathbb{R}^{n}\right)$ (observe that, in $\mathcal{S}\left(\mathbb{R}^{n}\right)$ this is obvious by the definition via Fourier transform).
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## And last but not least

## Extension Problem

Let $s \in(0,1)$ and consider $a=1-2 s$. We want to solve the extension problem

$$
\left\{\begin{array}{l}
L_{a} U(x, y)=\operatorname{div}_{x, y}\left(y^{a} \nabla_{x, y} U\right)=0, \quad x \in \mathbb{R}_{+}^{n}, y>0 \\
U(x, 0)=u(x) \\
U(x, y) \rightarrow 0 \text { as } y \rightarrow \infty
\end{array}\right.
$$

The previous system can be written as

$$
\left\{\begin{array}{l}
-\Delta_{x} U(x, y)=\left(\partial_{y y}+\frac{a}{y} \partial_{y}\right) U(x, y), \quad x \in \mathbb{R}_{+}^{n}, y>0  \tag{1}\\
U(x, 0)=U(x) \\
U(x, y) \rightarrow 0 \text { as } y \rightarrow \infty
\end{array}\right.
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U(x, y) \rightarrow 0 \text { as } y \rightarrow \infty
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## Extension Problem

## Theorem 1 (Extension Theorem)

Let $u \in \mathcal{S}\left(\mathbb{R}^{n}\right)$. Then, the solution $U$ to the extension problem (1) is given by

$$
\begin{equation*}
U(x, y)=\left(P_{s}(\cdot, y) \star u\right)(x)=\int_{\mathbb{R}^{n}} P_{s}(x-z, y) u(z) d z \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{s}(x, y)=\frac{\Gamma(n / 2+s)}{\pi^{n / 2} \Gamma(s)} \frac{y^{2 s}}{\left(y^{2}+|x|^{2}\right)^{(n+2 s) / 2}} \tag{3}
\end{equation*}
$$

is the Poisson Kernel for the extension problem in the half-space $\mathbb{R}_{+}^{n+1}$.
in (2) one has
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is the Poisson Kernel for the extension problem in the half-space $\mathbb{R}_{+}^{n+1}$. For $U$ as in (2) one has

$$
\begin{equation*}
(-\Delta)^{s} u(x)=-\frac{2^{2 s-1} \Gamma(s)}{\Gamma(1-s)} \lim _{y \rightarrow 0^{+}} y^{1-2 s} \partial_{y} U(x, y) \tag{4}
\end{equation*}
$$

## Extension Problem

## PROOF

If we take a partial Fourier transform of (1)

$$
\begin{cases}\partial_{y y} \hat{U}(\xi, y)+\frac{1-2 s}{y} \partial_{y} \hat{U}(\xi, y)-4 \pi^{2}|\xi|^{2} \hat{U}(\xi, y)=0 & \text { in } \mathbb{R}_{+}^{n+1}, \\ \hat{U}(\xi, 0)=\hat{u}(\xi), \quad \hat{U}(\xi, y) \rightarrow 0 \text { as } y \rightarrow \infty, & x \in \mathbb{R}^{n} .\end{cases}
$$


then it can be compared with the generalized modified Bessel equation:

$$
y^{2} Y^{\prime \prime}+(1-2 \alpha) y Y^{\prime}(y)+\left[\beta^{2} \gamma^{2} y^{2 \gamma}+\left(\alpha-v^{2} \gamma^{2}\right)\right] Y(y)=0
$$

$$
\alpha=s, \gamma=1, v=s, \beta=2 \pi|\xi| .
$$
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The general solutions of (5) are given by

$$
\hat{U}(\xi, y)=A y^{s} I_{s}(2 \pi|\xi| y)+B y^{s} K_{s}(2 \pi|\xi| y)
$$

where $I_{s}$ and $K_{s}$ are the Bessel functions of second and third kind, both independent solutions of the modified Bessel equation of order s

$$
z^{2} \phi^{\prime \prime}+z \phi^{\prime}-\left(z^{2}+s^{2}\right) \phi=0
$$

where
$\phi$ solution of $(6) \Longrightarrow Y(y)=y^{\alpha} \phi\left(\beta y^{\gamma}\right)$ solution of (5).
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## Extension Problem

The condition $\hat{U}(\xi, y) \rightarrow 0$ as $y \rightarrow \infty$ forces $A=0$. Using $/ s$ asymptotic behavior,

$$
\begin{aligned}
& B y^{s} K_{s}(2 \pi|\xi| y)=B \frac{\pi}{2} \frac{y^{s} I_{-s}(2 \pi|\xi| y)-y^{s} I_{s}(2 \pi|\xi| y)}{\sin \pi s} \\
& \rightarrow \frac{B \pi 2^{s-1}}{\Gamma(1-s) \sin \pi s}(2 \pi|\xi|)^{-s}=\left[\Gamma(s) \Gamma(s-1)=\frac{\pi}{\sin \pi s}\right] \\
& =B 2^{s-1} \Gamma(s)(2 \pi|\xi|)^{-s} .
\end{aligned}
$$

In order to fulfill the condition $\hat{U}(\xi, 0)=\hat{u}(\xi)$, we impose
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\begin{equation*}
\hat{U}(\xi, y)=\frac{(2 \pi|\xi|)^{s} \hat{u}(\xi)}{2^{s-1} \Gamma(s)} y^{s} K_{s}(2 \pi|\xi| y) \tag{7}
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$$
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We want to prove

$$
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$$
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(Hankel transform : $H \equiv H^{-1}$ for radial functions.)
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## Theorem 2 (Fourier-Bessel Representation)

Let $u(x)=f(|x|)$, and suppose that

$$
t \mapsto t^{n / 2} f(t) J_{n / 2-1}(2 \pi|\xi| t) \in L^{1}\left(\mathbb{R}^{n}\right)
$$

Then,

$$
\hat{u}(\xi)=2 \pi|\xi|^{-n / 2+1} \int_{0}^{\infty} t^{n / 2} f(t) J_{n / 2-1}(2 \pi|\xi| t) d t .
$$

Then, the latter identity (33) is equivalent to
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\begin{gathered}
\frac{2^{2} \pi^{s+1} y^{s}}{|x|^{n / 2-1}} \int_{0}^{\infty} t^{n / 2+s} K_{s}(2 \pi y t) J_{n / 2-1}(2 \pi|\xi| t) d t \\
\quad=\frac{\Gamma(n / 2+s)}{\pi^{n / 2} \Gamma(s)} \frac{y^{2 s}}{\left(y^{2}+|x|^{2}\right)^{(n+2 s) / 2}} .
\end{gathered}
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Let's establish

$$
(-\Delta)^{s} u(x)=-\frac{2^{2 s-1} \Gamma(s)}{\Gamma(1-s)} \lim _{y \rightarrow 0^{+}} y^{1-2 s} \partial_{y} U(x, y)
$$

## Recall that $\left(\widehat{-\Delta)^{s}} u(\xi)=(2 \pi|\xi|)^{2 s} \hat{u}(\xi)\right.$. Using the equalities

$$
\begin{aligned}
& K_{s}^{\prime}(z)=\frac{5}{z} K_{s}(z)-K_{s+1}(z) \\
& -K_{s+1}(z)=-K_{s-1}(z)=-K_{1-s}(z),
\end{aligned}
$$
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## Remark 1 (Alternative proof of (4))

Using that

$$
\int_{\mathbb{R}^{n}} P_{s}(x, y) d x=1,
$$

we will show another proof.

As before, we have
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\lim _{y \rightarrow 0^{+}} y^{1-s} K_{1-s}(2 \pi|\xi| y)=2^{-s} \Gamma(1-s)(2 \pi|\xi|)^{s-1}
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We finally reach the conclusion

$$
\lim _{y \rightarrow 0^{+}} y^{1-2 s} \partial_{y} \hat{U}(\xi, y)=-\frac{\Gamma(1-s)}{2^{2 s-1} \Gamma(s)}(2 \pi|\xi|)^{2 s} \hat{u}(\xi) .
$$

## Remark 1 (Alternative proof of (4))

Using that

$$
\int_{\mathbb{R}^{n}} P_{s}(x, y) d x=1, \quad y>0
$$

we will show another proof.

Let $u \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ and consider the solution $U(x, y)=\left(P_{s}(\cdot, y) \star u\right)(x)$ to the extension problem (1). We can write

$$
U(x, y)=\frac{\Gamma(n / 2+s)}{\pi^{n / 2} \Gamma(s)} \int_{\mathbb{R}^{n}} \frac{u(z)-u(x)}{\left(y^{2}+|z-x|^{2}\right)^{(n+2 s) / 2}} d z+u(x)
$$

Differentiating both sides respect to $y$ we obtain


Let $u \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ and consider the solution $U(x, y)=\left(P_{s}(\cdot, y) \star u\right)(x)$ to the extension problem (1). We can write

$$
U(x, y)=\frac{\Gamma(n / 2+s)}{\pi^{n / 2} \Gamma(s)} \int_{\mathbb{R}^{n}} \frac{u(z)-u(x)}{\left(y^{2}+|z-x|^{2}\right)^{(n+2 s) / 2}} d z+u(x) .
$$

Differentiating both sides respect to y we obtain

Let $u \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ and consider the solution $U(x, y)=\left(P_{s}(\cdot, y) \star u\right)(x)$ to the extension problem (1). We can write
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U(x, y)=\frac{\Gamma(n / 2+s)}{\pi^{n / 2} \Gamma(s)} \int_{\mathbb{R}^{n}} \frac{u(z)-u(x)}{\left(y^{2}+|z-x|^{2}\right)^{(n+2 s) / 2}} d z+u(x) .
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Differentiating both sides respect to y we obtain
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Now, letting $y \rightarrow 0^{+}$and using the Lebesgue dominated convergence theorem, we thus find

$$
\begin{aligned}
\lim _{y \rightarrow 0^{+}} y^{1-2 s} \partial_{y} U(x, y) & =2 s \frac{\Gamma(n / 2+s)}{\pi^{n / 2} \Gamma(s)} \text { P.V. } \int_{\mathbb{R}^{n}} \frac{u(z)-u(x)}{\left(|z-x|^{2}\right)^{(n+2 s) / 2}} d z \\
& =-2 s \frac{\Gamma(n / 2+s)}{\pi^{n / 2} \Gamma(s)} \gamma(n, s)^{-1}(-\Delta)^{s} u(x)
\end{aligned}
$$
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$$

Finally, recall that

$$
\gamma(n, s)=\frac{s 2^{2 s} \Gamma(n / 2+s)}{\pi^{n / 2} \Gamma(1-s)} .
$$
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[^1]:    and so Tonelli authorises us to apply Fubini's theorem.

